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Abstract: In some quarters, there is intense concern about high–level machine intelligence and superintelligent AI coming up in a few decades, bringing with it significant risks for humanity; in other quarters, these issues are ignored or considered science fiction. We wanted to clarify what the distribution of opinions actually is, what probability the best experts currently assign to high–level machine intelligence coming up within a particular time–frame, which risks they see with that development and how fast they see these developing. We thus designed a brief questionnaire and distributed it to four groups of experts. Overall, the results show an agreement among experts that AI systems will probably reach overall human ability around 2040–2050 and move on to superintelligence in less than 30 years thereafter. The experts say the probability is about one in three that this development turns out to be ‘bad’ or ‘extremely bad’ for humanity.

1. Problem
The idea of the generally intelligent agent continues to play an important unifying role for the discipline(s) of artificial intelligence, it also leads fairly naturally to the possibility of a superintelligence. If we humans could create artificial general intelligent ability at a roughly human level, then this creation could, in turn, create yet higher intelligence, which could, in turn, create yet higher intelligence, and so on ... “We can tentatively define a superintelligence as any intellect that greatly exceeds the cognitive performance of humans in virtually all domains of interest.” (Bostrom, 2014 ch. 2).

For the questionnaire we settled for a definition that a) is based on behavioral ability, b) avoids the notion of a general ‘human–level’ and c) uses a newly coined term. We put this definition in the preamble of the questionnaire: “Define a ‘high–level machine intelligence’ (HLMI) as one that can carry out most human professions at least as well as a typical human.”

2. Questionnaire
The questionnaire was carried out online by invitation to particular individuals from four different groups. The groups we asked were:
- AGI: Participants of the conferences of “Artificial General Intelligence” (AGI 12) and “Impacts and Risks of Artificial General Intelligence” (AGI Impacts 2012), both Oxford December 2012, organized by both of us (see Müller, 2014). Response rate 65%, 72 out of 111.
- EETN: Members of the Greek Association for Artificial Intelligence (EETN). Response rate 10%, 26 out of 250 (asked via e-mail list).
- TOP100: The 100 ‘Top authors in artificial intelligence’ by ‘citation’ in ‘all years’ according to Microsoft Academic Search in May 2013. Response rate 29%, 29 out of 100.

Total response rate: 31%; 170 out of 549. We also review prior work in (Michie, 1973, p. 511f), (Moor, 2006), (Baum, Goertzel, & Goertzel, 2011); and (Sandberg & Bostrom, 2011).

3. Answers
1) “In your opinion, what are the research approaches that might contribute the most to the development of such HLMI?: ...” There were
no significant differences between groups here, except that ‘Whole brain emulation’ got 0% in TOP100, but 46% in AGI.

2) “For the purposes of this question, assume that human scientific activity continues without major negative disruption. By what year would you see a (10%/50%/90%) probability for such HLMI to exist?”

Predicted years, sorted by HLMI probability:

<table>
<thead>
<tr>
<th></th>
<th>10% Median</th>
<th>Mean</th>
<th>St. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PT-AI</td>
<td>2023</td>
<td>2043</td>
<td>81</td>
</tr>
<tr>
<td>AGI</td>
<td>2022</td>
<td>2033</td>
<td>60</td>
</tr>
<tr>
<td>EETN</td>
<td>2020</td>
<td>2033</td>
<td>29</td>
</tr>
<tr>
<td>TOP100</td>
<td>2024</td>
<td>2034</td>
<td>33</td>
</tr>
<tr>
<td>ALL</td>
<td>2022</td>
<td>2036</td>
<td>59</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>50% Median</th>
<th>Mean</th>
<th>St. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PT-AI</td>
<td>2048</td>
<td>2092</td>
<td>166</td>
</tr>
<tr>
<td>AGI</td>
<td>2040</td>
<td>2073</td>
<td>144</td>
</tr>
<tr>
<td>EETN</td>
<td>2050</td>
<td>2097</td>
<td>200</td>
</tr>
<tr>
<td>TOP100</td>
<td>2050</td>
<td>2072</td>
<td>110</td>
</tr>
<tr>
<td>ALL</td>
<td>2040</td>
<td>2081</td>
<td>153</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>90% Median</th>
<th>Mean</th>
<th>St. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PT-AI</td>
<td>2080</td>
<td>2247</td>
<td>515</td>
</tr>
<tr>
<td>AGI</td>
<td>2065</td>
<td>2130</td>
<td>202</td>
</tr>
<tr>
<td>EETN</td>
<td>2093</td>
<td>2292</td>
<td>675</td>
</tr>
<tr>
<td>TOP100</td>
<td>2070</td>
<td>2168</td>
<td>342</td>
</tr>
<tr>
<td>ALL</td>
<td>2075</td>
<td>2183</td>
<td>396</td>
</tr>
</tbody>
</table>

The median is 2050 or 2048 for three groups and 2040 for AGI – a relatively small group that is defined by a belief in early HLMI. We would suggest that a fair representation of the result in non-technical terms is: Experts expect that between 2040 and 2050 high-level machine intelligence will be more likely than not.

3) For the transition from HLMI to superintelligence, responses were:

<table>
<thead>
<tr>
<th></th>
<th>Median</th>
<th>Mean</th>
<th>St. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Within 2 years</td>
<td>10%</td>
<td>19%</td>
<td>24</td>
</tr>
<tr>
<td>Within 30 years</td>
<td>75%</td>
<td>62%</td>
<td>35</td>
</tr>
</tbody>
</table>

Experts allocate a low probability for a fast take-off, but a significant probability for superintelligence within 30 years after HLMI.

4) For the overall impact of superintelligence on humanity, the assessment was:

<table>
<thead>
<tr>
<th></th>
<th>PT-AI</th>
<th>AGI</th>
<th>EETN</th>
<th>TOP100</th>
<th>ALL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extremely good</td>
<td>17</td>
<td>28</td>
<td>31</td>
<td>20</td>
<td>24</td>
</tr>
<tr>
<td>On balance good</td>
<td>24</td>
<td>25</td>
<td>30</td>
<td>40</td>
<td>28</td>
</tr>
<tr>
<td>More or less neutral</td>
<td>23</td>
<td>12</td>
<td>20</td>
<td>19</td>
<td>17</td>
</tr>
<tr>
<td>On balance bad</td>
<td>17</td>
<td>12</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>Extremely bad (existential catastrophe)</td>
<td>18</td>
<td>24</td>
<td>6</td>
<td>8</td>
<td>18</td>
</tr>
</tbody>
</table>

We complement this paper with a small site on http://www.pt-ai.org/ai-polls/. On this site, we provide a) the raw data from our results, b) the basic results of the questionnaire, c) the comments made, and d) the questionnaire in an online format where anyone can fill it in.
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